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Mathematical model and numerical simulation of the dynamics
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Abstract

We formulate a mathematical model for continuous sedimentation–consolidation processes of flocculated suspensions in clarifier–thickener
units. The governing equation of this model is a scalar, strongly degenerate parabolic equation in which both the convective flux and the
diffusion term depend on parameters that are discontinuous functions of the depth variable. A simple finite-difference scheme for the numerical
solution of the model is introduced. We perform a limited analysis of steady states as desired stationary modes of operation. Finally, numerical
examples illustrate that the model realistically describes the dynamics of flocculated suspensions in clarifier–thickeners.
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. Introduction

Continuously operated clarifier–thickener units for the
olid–liquid separation of suspensions were invented in 1905
y Dorr[1] and are now widely used in chemical engineering,
ineral processing, the pulp-and-paper and food industries
nd wastewater treatment. Early attempts to model mathe-
atically the operation of these units were made soon af-

er their invention, see for example[2,3] and, for extended
istorical discussions, the review papers[4–6]. A mathemati-
ally rigorous framework, however, was established only very
ecently, and is based on a thorough investigation of non-
tandard convection–diffusion equations with discontinuous
nd degenerating coefficients.

For many purposes, spatially one-dimensional mathemat-
cal models of these units are sufficient. These models are
sually based on the well-known kinematic sedimentation

heory by Kynch[7], which describes the batch settling of
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an ideal suspension of small, equal-sized rigid spheres
viscous fluid by the conservation law

∂u

∂t
+ ∂b(u)

∂x
= 0

for the solids volume fractionu as a function of depthx
and timet. The material specific properties of the susp
sion under study are described by the Kynch batch flux
sity functionb(u). If a global conservation of mass princip
is taken into account, then the extension of this theor
clarifier–thickener units leads to a conservation law wi
flux that depends discontinuously onx. This discontinuity is
due to the split of the suspension feed flow into upwa
and downwards-directed bulk flows into the clarification
thickening zones, respectively. The discontinuous flux fo
a challenge for the well-posedness analysis and the des
robust simulation tools for the clarifier–thickener model
have been resolved only very recently[8–14].

As is well known, the solution of the conservation l
arising from the kinematic theory propagates along c
acteristics, which are straight lines in cylindrical vess
E-mail addresses:buerger@mathematik.uni-stuttgart.de (R. Bürger),
ennethk@math.uio.no (K.H. Karlsen), jtowers@cts.com (J.D. Towers).

(Due to the intersection of characteristics, solutions become
in general discontinuous.) However, most suspensions are
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Fig. 1. A clarifier–thickener unit treating a flocculated suspension: (a) steady-state operation in conventional mode; (b) steady-state operation in high-rate
mode.

not ideal; rather, they consist of small flocs, or arefloc-
culated. These mixtures include inorganic slurries such as
tailings from mineral processing, which are flocculated ar-
tificially in order to enhance settling rates, as well as bi-
ological sludges in wastewater treatment. They form com-
pressible sediment layers, which are characterized by curved
iso-concentration lines in cylindrical settling columns, and
can therefore not be predicted by the kinematic theory. In-
stead, an extended dynamic model including pore pressure
and effective solids stress has to be used. Such a model is pro-
vided by a theory of sedimentation–consolidation processes
outlined in[15–17]. In one space dimension, the governing
sedimentation–consolidation equation is a quasilinear degen-
erate parabolic equation, which degenerates into the equation
of first-order hyperbolic type of the kinematic sedimentation
model whenu≤uc, whereuc is a material-dependentcritical
concentrationor gel pointat which the solid flocs start to
touch each other.

It is the purpose of this paper to outline a new clarifier–
thickener model for flocculated suspensions as a combi-
nation of the first-order models for ideal suspensions with
the sedimentation–consolidation theory, which contributes a
strongly degenerate diffusion term. The result is an initial-
value problem of a strongly degenerate parabolic–hyperbolic
partial differential equation, in which both the convective flux
and the diffusion term depend discontinuously onx. Clearly,
s ous.
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continuous sedimentation, the clarification zone (xL <x< 0)
located above, the underflow zone (x>xR) and the overflow
zone (x<xL). The vessel is continuously fed at depthx= 0, the
feed level, with fresh feed suspension at a volume feed rate
QF(t) ≥ 0. The concentration of the feed suspension isuF(t).
The prescribed volume underflow rate, at which the thick-
ened sediment is removed from the unit, isQR(t) ≥ 0. Con-
sequently, the overflow rate isQL(t) =QF(t) −QR(t), where
we assume that the two control functionsQF(t) andQR(t) are
chosen such thatQF(t) > 0. For a vessel with constant cross-
sectional areaS, we define the velocitiesqL(t):=QL(t)/S and
qR(t):=QR(t)/S.

Of course, the solids concentrations in the underflow and
overflow cannot be prescribed, and are part of the solution.
Furthermore, we distinguish between the four abovemen-
tionedzonesin the clarifier–thickener, which are a property
of the equipment modeled, and the clear liquid, hindered set-
tling, and compressionregions, in which a suspension at a
given point of time has the concentrations zero, 0 <u≤uc,
andu>uc, respectively. Thus, the time-dependent location
of the regions is a property of a particular flow, that is, of the
solution to the problem. Note that the compression region is
not confined to the thickening zone. These notions are stated
to emphasize that the model includes two different station-
ary modes of operation that are usually distinguished in the
applicative literature[19]: conventional operation, as shown
i
c
c into
t ro-
d ssion
r e of
o bove
t s are
m both
m this
p

ource
a om
t e of
olutions of such an equation are in general discontinu
he presentation of the mathematical framework in this

ribution is a summary of the recent analysis[14], while the
umerical examples presented herein are new and orig

To outline the present paper and put it in the proper
pective, we consider a continuously operated axisymm
larifier–thickener vessel as drawn inFig. 1. Throughout thi
aper, we denote byxa downward increasing depth variab
nd we assume that all flow variables depend on depthx and

ime t only. This means in particular thatu is assumed to b
onstant across each horizontal cross-section.

We subdivide the clarifier–thickener vessel into four
erent zones: the thickening zone (0 <x<xR), which is usu
lly the unique zone considered in conventional analys
n Fig. 1(a), when the sediment level (whereu=uc) is lo-
ated below the feed level, andhigh-rate(also known ashigh-
apacity) operation, when the feed suspension is pumped
he sediment, as seen inFig. 1(b). The second case can be p
uced by letting the sediment level (and thus the compre
egion) rise into the clarification zone. In the latter mod
peration, practitioners observe that the concentration a

he compression region usually is zero. These distinction
ade in engineering applications, and we will show that
odes are captured by the model which we analyze in
aper.

In any circumstance we consider a submerged feed s
t a fixed vertical location. The notion “high rate” stems fr

he experimentally confirmed observation that this mod
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operation usually permits higher solids throughput than the
conventional, since the clarification zone can handle part
of the solids feed flux. Capacity and design calculations
based on the new model are, however, outside the scope
of this paper. For sake of simplicity, we also neglect the
action of the rake provided in most industrial thickeners,
which rotates above the gently sloped floor of the thickener
to move the concentrated sediment towards the discharge
opening.

To put our treatment in the proper perspective, we men-
tion that similar clarifier–thickener models were proposed
by several authors including Barton et al.[20], Chancelier
et al. [21] and Lev et al.[22]. All available treatments are,
however, limited to the case of an ideal (non-flocculated) sus-
pension, which is included as a special case in our analysis
(when we takeσe≡ 0 and henceA≡ 0). In addition, we
point out that in[21] the problem of flux discontinuities is
circumvented by smoothing out the flux around the levels
x= 0 andx=xR (in our notation). Important contributions
to the study of clarifier–thickener models for ideal suspen-
sions have been made by Diehl[23–27]. Numerical simula-
tions using a Godunov-type scheme are presented in[24–26].
The paper by Concha et al.[19] presents a limited discus-
sion of steady states for a steady-state clarifier–thickener
model for flocculated suspensions that has many features
in common with the one presented here but is incomplete
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2. Mathematical model

2.1. Balance equations

Consider a vertical vessel with a constant cross-sectional
areaS. According to[14,28], the governing partial differential
equation for the solids concentrationu=u(x, t) can be stated
as

∂u

∂t
+ ∂

∂x
(q(t)u+ u(1 − u)vr) = 0, (2.1)

whereq(t) is the volume averaged velocity of the mixture
andvr the solid–fluid relative velocity. The kinematic sed-
imentation theory[7] is based on the assumption thatvr is
a function ofu only, vr = vr(u). The relative velocityvr is
usually expressed in terms of the Kynch batch flux density
functionb(u), such that

vr(u) = b(u)

u(1 − u)

and (2.1) takes the form

∂u

∂t
+ ∂

∂x
(q(t)u+ b(u)) = 0. (2.2)

The functionb(u) is usually assumed to be piecewise differ-
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n that boundary conditions or flux transitions at the
harge level are lacking. We also mention that in a re
eries of papers[8,9,11,13]the authors with collaborato
ave put these first-order clarifier–thickener models o
rm ground concerning rigorous mathematical and nume
nalysis.

The remainder of this paper is organized as follows
ection 2 we introduce the mathematical model for
larifier–thickener unit. The result is an initial-value pr
em for second-order parabolic differential equation, wh
xhibits two main non-standard features: a degeneratin
usion term, which accounts for the sediment compressib
nd coefficients that are discontinuous with respect to the

ial variable. In Section3 we describe an easily implemen
nite-difference scheme for the model. The non-standard
ures of the model required a thorough mathematical a
sis [14]. Details of this research are beyond the scop
his contribution, but Section4summarizes the mathemati
ramework for the clarifier–thickener model and results o
ent analysis. In particular, it becomes clear why the sch
utlined in Section3 can be regarded as a reliable simu

ion tool. A limited analysis of steady-state solutions for
larifier–thickener model is presented in Section5. Numeri-
al simulations of filling up a clarifier–thickener, transitio
etween steady states and enforcing overflow are pres

n Section6.
It should be pointed out that due to its mathematical na

ection4 is somewhat more technical in language, but
emaining parts of the paper (Sections5 and 6) are readily
ccessible to a general audience.
ntiable withb(u) = 0 for u≤ 0 or u≥umax, whereumax is
he maximum solids concentration,b(u) > 0 for 0 <u<umax,
′(0) > 0 andb′(umax) ≤ 0. A typical (and the most frequen
sed) example is[29]

(u) =
{
v∞u(1 − u)Ĉ if 0 < u < umax,

0 otherwise,
(2.3)

hereĈ≥ 1 andv∞ > 0 is the settling velocity of a sing
oc in pure fluid. However, in this paper we adopt the form
ue to Vesilind[30]

(u) =
{
v∞uexp(−Cu) if 0 < u < umax,

0 otherwise.
(2.4)

or simplicity, we choose hereumax= 1.
The sedimentation–consolidation theory outlined

15–17], which includes the sediment compressibility, le
o the equation

r = b(u)

u(1 − u)

(
1 − σ′

e(u)

��gu

∂u

∂x

)
, (2.5)

here�� > 0 denotes the solid–fluid density differenceg
he acceleration of gravity, andσe(u) the effective solid stres
unction, which is now the second constitutive function (
idesb) characterizing the suspension. This function is
umed to satisfyσe(u) ≥ 0 for all u and

′
e(u):=dσe(u)

du

{
= 0 for u ≤ uc,

> 0 for u > uc.
(2.6)
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A commonly used semi-empirical effective stress formula is
the power law

σe(u) =
{

0 for u ≤ uc,

σ0((u/uc)k − 1) for u > uc
(2.7)

with parametersσ0 > 0 andk> 1. Note that the derivative
σ′

e(u) of the function defined in (2.7) is in general discon-
tinuous atu=uc. Inserting (2.5) into (2.1) and defining

a(u):=b(u)σ′
e(u)

��gu
, A(u):=

∫ u

0
a(s) ds, (2.8)

we obtain the governing equation

∂u

∂t
+ ∂

∂x
(q(t)u+ b(u)) = ∂2A(u)

∂x2 . (2.9)

Sincea(u) = 0 foru≤uc andu=umax anda(u) > 0 otherwise,
(2.9) is first-order hyperbolic foru≤uc and second-order
parabolic foru>uc. Since (2.9) degenerates into hyperbolic
type on a solution value interval of positive length, (2.9) is
called strongly degenerate parabolic. The location of the type-
change interfaceu=uc (the sediment level) is in general un-
known beforehand.

For the determination of appropriate functionsb(u) and
σe(u) for real materials, see[28,31,32]. Moreover, the
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represents the feed and discharge by boundary conditions. In
the present model, the volume bulk velocities are

q(x, t) =
{
qR(t) for x > 0,

qL(t) for x < 0.

This suggests employing (2.9) withq(t) =qR(t) for 0 <x<xR
andq(t) =qL(t) for xL <x< 0. Furthermore, we assume that
in the overflow and underflow zones, the solid material is
transported with the same velocity as the liquid. This means
that the relative velocity between the phases vanishes,vr = 0.

The feed mechanism is introduced by adding a singular
source term, which we may express in terms of the derivative
of the Heaviside function.

Combining these ingredients (see[14] for details), we ob-
tain the strongly degenerate convection–diffusion problem

∂u

∂t
+ ∂

∂x
g(x, u) = ∂

∂x

(
γ1(x)

∂A(u)

∂x

)
,

−∞ < x < ∞, t > 0, (2.14)

u(x,0) = u0(x), −∞ < x < ∞, (2.15)

g

qL(u− uF) for x < xL,

F ters
γ

γ

γ

a

f

T a is
s

1 er
q
t nti-
n
F
b
d ,
a rs,
w uti-
l

edimentation–consolidation model is equivalent to the
ension dewatering theory employed in[33–36], and othe
orks by the same group of authors.
Finally, we point out that combining (2.4) and (2.7),

et

(u) =
{
a0 exp(−Cu)uk−1 for uc < u ≤ umax,

0 otherwise,
(2.10)

here

0:= kσ0v∞
ukc��g

. (2.11)

tandard calculus yields the following explicit expression
(u) whenk is an integer:

(u) =




0 for u ≤ uc,

A(u) − A(uc) for uc < u < umax,

A(umax) − A(uc) for u ≥ umax,

(2.12)

here

(u) = −a0 exp(−Cu)

(
xk−1

C
+ (k − 1)!

k−2∑
l=0

xl

l!Ck−1

)
.

(2.13)

.2. The clarifier–thickener model

Eq. (2.9) is the main ingredient of the thickener mo
tudied in[28], which only includes the thickening zone a
(x, u):=


qL(u− uF) + b(u) for xL < x < 0,

qR(u− uF) + b(u) for 0 < x < xR,

qR(u− uF) for u > xR.

(2.16)

inally, we define the vector of discontinuity parame
:= (γ1, γ2) with

1(x):=
{

1 for x∈ (xL, xR),

0 for x /∈ (xL, xR),

2(w):=
{
qL for x < 0,

qR for x > 0

nd the flux function

(γ(x), v):=g(x, u) = γ1(x)b(u) + γ2(x)(u− uF). (2.17)

he alternative model with varying cross-sectional are
tudied in[14].

For the function b(u) given by (2.4) with v∞ =
0−4 m/s andC= 6, the velocities in the clarifier–thicken
L =−5.0× 10−5 m/s andqR = 4.0× 10−5 m/s anduF = 0.21,
he flux functionsb(u) and the fluxes adjacent to the disco
uities ofγ nearx=xL, x= 0 andx=xR are plotted inFig. 2.
ig. 3displays the effective solid stress functionσe(u) given
y (2.7) with �0 = 50 Pa,uc = 0.2 andk= 6, along with its
erivativeσ′

e(u), the diffusion functiona(u) given by (2.10)
nd its primitiveA(u) given by (2.12). These paramete
hich correspond to a hypothetical material, will also be

ized in Sections5 and 6.
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Fig. 2. The Kynch batch flux density functionb(u) (top left) and the fluxes adjacent tox=xL (top right),x=xR (bottom left) andx= 0 (bottom right).

3. Numerical scheme

The numerical scheme for the solution of (2.14)–(2.16) is
a straightforward extension of the scheme used in[11] for the
first-order variant of (2.14) for ideal suspensions. To define
it, choose�x> 0, setxj := j�x, and discretize the parameter
vectorγ and the initial datum by

γj+1/2:=γ(xj+1/2), U0
j :=u0(xj), j = 0,±1,±2, . . . ,

wherexj+1/2 := xj +�x/2. In contrast to[13], we discretize
u0 andγ in a pointwise manner, rather than via cell aver-
ages, which turned out to facilitate the mathematical analysis
[14]. Forn> 0 we define the approximations according to the
explicit marching formula

Un+1
j = Un

j − λ�−h(γj+1/2, U
n
j+1, U

n
j )

+ λ

�x
�−(γ1,j+1/2�+A(Un

j )),

j = 0,±1,±2, . . . , n = 0,1,2, . . . , (3.1)

F ′ (u) (to
(

ig. 3. The effective solid stress functionσe(u) (top left), its derivativeσe
bottom right).
p right), the diffusion coefficienta(u) (bottom left) and its primitiveA(u)
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where λ :=�t/�x, �−Vj :=Vj −Vj−i , �+Vj :=Vj+1 −Vj ,
and

h(γ, v, u):=1

2

[
f (γ, u) + f (γ, v) −

∫ v

u

|fu(γ,w)| dw

]

is the Engquist–Osher numerical flux[38]. For easy refer-
ence, we denote byu∆ the piecewise constant function that
assumes the valueUn

j on the rectangle [xj−1/2, xj+1/2) × [tn,
tn+1).

The suggested finite-difference scheme is a slightly
modified version of the standard Engquist and Osher upwind
scheme so that it can handle the spatial variation of the flux
A key point here is that the flux parameter vectorγ = (γ1(x),
γ2(x)) is discretized on a mesh that is staggered with respect
to that of the solids concentrationu [39,40]. Since the dis-
cretization ofγ is staggered against that of the conserved
quantityu, we avoid solving the full 2× 2 Riemann problem
that arises at each cell boundary if the two discretizations
were aligned, as in the schemes employed in[8,41].

The result is a scalar finite-difference scheme in conserva-
tion form whose flux differencing is biased in the direction of
incoming waves, making it possible to resolve shocks without
excessive smearing. The decisive advantage of our scheme is
its simplicity.

In Section6 we use a semi-implicit variant of (3.1) for
large-time computations, in which the diffusion terms are
e e-
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whereA(u) is defined in (2.8) andf(γ(x), u) is defined in
(2.17). Eq.(4.1) is called strongly degenerate (or mixed
hyperbolic–parabolic) becauseA(u) has a “flat” region, which
means thatA(u) vanishes on a solution value interval (namely,
on [0,uc]) of positive length.

Independently of the smoothness ofγ(x), solutions to (4.1)
are in general not smooth and weak solutions must be sought,
that is, integrable functionsu(x, t) taking values in the inter-
val [0, 1] such that

√
γ1A(u)x ∈L2, u(t) → u0 ast→ 0+ (u0

is the prescribed initial function), and (4.1) is satisfied in the
sense of distributions. However, discontinuous weak solu-
tions are in general not uniquely determined by their initial
data, so that a so-called entropy condition must be imposed
to single out the physically correct solution. These “physi-
cally relevant” solutions are called entropy weak solutions.
Suppose for the moment thatγ(x) = (γ1, γ2) is smooth.

A weak solutionu is said to satisfy theentropy condition
if for all convex twice continuously differentiable functions
η : R→ R there holds

∂η(u)

∂t
+ ∂

∂x
F (γ(x), u) + γ ′(x) · (η′(u)fγ (γ(x), u)

−Fγ (γ(x), u)) − ∂

∂x

(
η′(u)γ1(x)

∂A(u)

∂x

)
≤ 0 (4.2)

in the sense of distributions, where the entropy fluxF(γ, u)
i
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valuated at timetn+1 instead oftn. The resulting scheme r
uires the solution of a system of nonlinear equations in

ime step by the Newton–Raphson method. The advanta
sing a semi-implicit scheme lies in the fact that we only n

o satisfy a stability (CFL) condition requiring that�t/�x is
ounded, while (3.1) enforces that�t/(�x)2 be bounded, se

14]. Thus, the semi-implicit scheme is more efficient
ong-term computations, even if it involves solving a sys
f nonlinear equations.

. Mathematical analysis

We start by introducing some standard notations. The
icalLp spaces of real-valued functionsu(x, t) are denoted b
p, 1≤p≤ ∞. The spaceBV consists of functionsu(x, t) of
ounded variation. A locally integrable functionu(x, t) is an
lement ofBVif and only if its first order distributional deriva

ives∂u/∂xand∂u/∂t can be represented by locally finite Bo
easures. In this paper, we use the larger spaceBVt consisting
f locally integrable functionsu(x, t) for which only∂u/∂t is a

ocally finite Borel measure. Finally, by a test functionφ(x, t)
e mean a compactly supported functionφ(x, t) possessin
ontinuous partial derivatives of any order.

The main ingredient in the clarifier–thickener model p
ented in Section2 is the second-order strongly degene
arabolic equation

∂u

∂t
+ ∂

∂x
f (γ(x), u) = ∂

∂x

(
γ1(x)

∂A(u)

∂x

)
, (4.1)
s defined by

u(γ, u) = η′(u)fu(γ, u). (4.3)

ormally, the entropy condition (4.2) is obtained by multip
ng (4.1) byη′(u), using the chain rule, and finally disca
ng the termη′′(u)γ1(x)A′(u)(∂u/∂x)2 (parabolic dissipation
hanks to the convexity ofη.

By a standard approximation argument, (4.2) implies
ntropy condition

or all c∈ [0,1] :
∂

∂t
|u− c| + ∂

∂x
(sign(u− c)(f (γ(x), u)

−f (γ(x), c))) + sign(u− c)γ ′(x) · fγ (γ(x), c)

− ∂

∂x

(
sign(u− c)γ1(x)

∂A(u)

∂x

)
≤ 0

in the sense of distributions.

henγ is smooth, it is known that there exists a unique
table entropy weak solution to (4.1). The mathematical
ry for strongly degenerate parabolic equations (with sm
oefficients) has advanced significantly only in the last
ears, and we refer to the introductory part of[14] for an
verview of the relevant literature.

The very notion of entropy weak solution introduc
bove (in particular the entropy condition) and the co
ponding well-posedness theory is not applicable whenγ is
iscontinuous. Motivated by[42,43], in [14] we suggest
ariant of the above notion of entropy weak solution
ccounts for the discontinuities inγ.
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Let J:={xL,0, xR} denote the set points whereγ is dis-
continuous. For a pointm∈J, we use the notationγ(m−)
andγ(m+) for the one-sided limits at the pointm:

γ(m−):= lim
x↑m

γ(x), γ(m+):= lim
x↓m

γ(x).

We say that a functionu(x, t) is aBVt entropyweak solutionof
the initial value problem for (4.1) if it satisfies the following
conditions:

• (D.1) (regularity)u∈L1 ∩BVt, u(x, t) assumes values in
[0, 1] for all (x, t), andA(u)x is uniformly bounded on the
domain (xL, xR) × (0,T).

• (D.2) (weak formulation) For all test functionsφ(x, t)∫ T

0

∫ ∞

−∞

(
u
∂φ

∂t
+
[
f (γ(x), u)

−γ1(x)
∂A(u)

∂x

]
∂φ

∂x

)
dx dt = 0. (4.4)

• (D.3) (initial condition) The initial condition is satisfied in
the following strong sense:

lim
t↓0

∫ ∞

−∞
|u(x, t) − u0(x)| dx = 0. (4.5)

• (D.4) (regularity) For anyt∈ [0,T], x �→ A(u(x, t)) is con-
tinuous atx=x andx=x .
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p

s ntinu-
o ed
t
s ny
t∫

A
i ions
t
w nt

γ(x). More specifically, we use a Rankine–Hugoniot condi-
tion expressing conservation across each jump, which is a
consequence of (4.4), and also an entropy jump condition,
which is a consequence of (4.6).

Letube aBVt entropy weak solution. Fix one of the jumps
in m∈J. Then the following Rankine–Hugoniot condition
holds across the jump for a.e.t∈ (0,T):

f (γ+, u+) − (γ1A(u)x)+ = f (γ−, u−) − (γ1A(u)x)−,

where “−” denotes a spatial limit from the left and “+”
denotes a spatial limit from the right. Furthermore, for
u−(t) �=u+(t), the following entropy jump condition holds
across the jump:

[F (γ+, u+, c) − sign(u+ − c)(γ1A(u)x)+] − [F (γ−, u−, c)

−sign(u− − c)(γ1A(u)x)−] ≤ |f (γ+, c) − f (γ−, c)|
for all c∈ [0,1],

whereF (γ, u, c):=sign(u− c)[f (γ, u) − f (γ, c)].
We mention that (D.4) is the analogue of the ‘extended

pressure condition’ postulated in problems of multiphase
flow in heterogeneous porous media (see[14] for details).
These problems lead to equations with discontinuous flux
and discontinuous (with respect to the space variable) dif-
fusion, which require an additional jump condition across
j pri-
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(D.5) (entropy condition) The following entropy inequa
holds for allc∈ [0, 1] and all nonnegative test functio
φ(x, t):∫ T

0

∫ ∞

−∞

(
|u− c|∂φ

∂t
+ sign(u− c)

[
f (γ(x), u)

−f (γ(x), c) − γ1(x)
∂A(u)

∂x

]
∂φ

∂x

)
dx dt +

∫ T

0

∑
m∈J

× |f (γ(m+), c)

−f (γ(m−), c)|φ(m, t) dt ≥ 0. (4.6)

A functionu(x, t) satisfying only conditions (D.1), (D.2
nd (D.3) is called aBVt weak solutionof the initial value
roblem for (4.1).

Following [43], we proved in[9] thatBVt entropy weak
olutions as defined above are unique and depend co
usly inL1 on their initial values. More precisely, we prov

he following statement: Letv andube twoBVt entropy weak
olutions to the initial value problem for (4.1). Then for a
∈ (0,T)

∞

−∞
|v(x, t) − u(x, t)| dx ≤

∫ ∞

−∞
|v(x,0) − u(x,0)| dx.

(4.7)

mong many things, the proof of theL1 stability (4.7), which
mmediately implies uniqueness, relies on jump condit
hat relate limits from the right and left of theBVt entropy
eak solutionu at jumps in the spatially varying coefficie
umps of the diffusion coefficient (apart from the appro
te Rankine–Hugoniot condition) to ensure uniqueness.
nalogy, and the observation that in our case, it seem

ikely to obtain control on the limits ofA(u)x for x↓ xL and
↑ xR, strongly support the postulate (D.4). Furthermore
niqueness proof in[14] relies on (D.4). It should be me

ioned, however, that it is currently unclear how toprovethat
he numerical scheme converges to a solution that sat
D.4), although our numerical simulations suggest that
ondition is satisfied.

In fact, in [14] we prove that the scheme converge
limit u that satisfies all components of our definition

ntropy weak solutions except (D.4). However, our num
al results support thatA(u) is continuous acrossx=xL and
=xR. In particular, transient numerical simulations conve
for large times) to steady-state solutions.

In Section3 we devised a simple explicit upwind finit
ifference scheme for computing approximateBVt entropy
eak solutions. Thanks to its upwind nature, they have
uilt-in property that they reproduce within reasonable a
acy the discontinuities in the solutions without the nece
o track them explicitly, i.e., they are shock capturing. An
ious requirement of any numerical scheme is that it sh
pproximate (converge to) the correct solution of the p

em it is trying to solve. In the present context, this me
n particular that a numerical scheme should converg
he discretization parameters tend to zero to a limit func
hat satisfies the entropy condition (4.6), which implies
cheme produces solutions with correct discontinuities.
er some technical conditions on the initial functionu0, it was
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rigorously proved in[14] that the finite-difference scheme
possessed this desired property. For the initial data, the tech-
nical conditions read

u0 ∈L1((−∞,∞)) ∩ BV ((−∞,∞)),

u0(x) ∈ [0,1]∀x∈ (−∞,∞),

A(u0) is absolutely continuous on [xL, xR],

γ1A(u0)x ∈BV ((−∞,∞)). (4.8)

The conditions in (4.8) require that any jump inu0 must be
contained within the interval whereA is constant. Letu�(x,
t) be the piecewise constant approximate solutions defined in
Section3. In [14] we prove the following statements: There
exists aBVt weak solution of the initial value problem (4.1)
that satisfies the entropy condition (D.5). With the discretiza-
tion parameters�x and�t chosen so that the CFL condition
holds, there exists a subsequence ofu� that converges to a
limit u in L1((a, b) × (0, T)) for any pair of constantsa, b
such thata<b. Moreover, the limit functionu is aBVt weak
solution of (4.1).

5. Steady-state solutions

The construction of steady states is based on the stationary
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(c) The following entropy inequality holds for all twice dif-
ferentiable test functionsφ with compact support and all
real numbersk:∫
R

(sign(u(ξ) − k)(f (γ(ξ), u(ξ)) − f (γ(ξ), k))

−γ1(ξ)A(u)′)φ′(ξ) dξ +
∑
m∈J

|f (γ(m+), k)

−f (γ(m−), k)|φ(m) ≥ 0. (5.3)

Observe that (5.3) is a time-independent version of (4.6).
Inequality (5.3) implies the following entropy jump con-
dition:

sign(u(x+) − k)[f (γ(x+), u(x+)) − f (γ(x+), k)

−γ1(x+)A′(u)|x=x+ ] − sign(u(x−) − k)

× [f (γ(x−), u(x−)) − f (γ(x−), k)

−γ1(x−)A′(u)|x=x− ] ≤ |f (γ(x+), k)

−f (γ(x−), k)| for all real numbersk. (5.4)

Note that the right-hand part of (5.4) is zero except for
x=xL, x= 0 andx=xR.

Moreover, if we introduce the limits
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ersion of (2.14). We do not present here a thorough ana
f all steady states but identify some stationary solution
rder to motivate the choices of the control parameters fo

ransient simulations. Our construction of steady states
ollow a procedure similar to that of the simpler continu
hickening models treated in[28,44]. Specifically, we fix the
aterial model, the vessel geometry, and assume tha

larifier–thickener is to be operated at given values ofQL,
F anduF, and is supposed to produce a thickened sedi
f a discharge concentrationuD >uc.

A steady-state solution of the clarifier–thickener can
entially be characterized as a piecewise twice different
unctionu that satisfies the following conditions:

a) The functionγ1(x)A(u)′ is bounded, where′ = d/dx.
b) At those points where the functionu and the coefficien

γ(x) are smooth, the differential equation holds, wh
g(x, u) is given by (2.16):

g(x, u)′ = (γ1(x)A(u)′)′. (5.1)

Wherever u or γ is discontinuous, the correspon
ing (Rankine–Hugoniot) jump condition is valid, whe
u(x+) andu(x−) refer to limits ofu(ξ) taken forξ→ x
with ξ >x andξ <x, respectively:

f (γ(x−), u(x−)) − γ1(x−)A′(u)|x=x−

= f (γ(x+), u(x+)) − γ1(x+)A′(u)|x=x+ . (5.2)

It is easy to see that this condition implies that stea
state solutions are constant forx<xL andx>xR.
(x+):= lim
ξ→x,ξ>x

u(ξ), u(x−):= lim
ξ→x,ξ<x

u(ξ),

hen one can prove that (see[14] for details)

(u(x+)) = A(u(x−)) for all x. (5.5)

o construct a steady-state solution that satisfies (a)–(c
elect the discharge concentrationuD = u(x)|x>xR and inte-
rate upwards (i.e., in the direction of decreasingx) the ordi-
ary differential equation (ODE) arising from the steady-s
ersion of the time-dependent governing partial differe
quation(2.14). In doing so, we obey jump conditions wh
ver necessary, and thereby establish the limitations th
ropy condition imposes on the choice of control parame
hus, the one-sided boundary condition is

(x−
R):= lim

x→xR,x<xR
u(x) − uD > uc. (5.6)

he discussion will be limited to those cases where the
ression zone does not reach the overflow level. In add
e limit ourselves to steady-state solutions for which
verflow or effluent concentrationuE:=u(x)|x<xL is zero, tha

s, we choose the parametersuD anduF such that

FuF = (QR −QL)uF = QRuD −QLuE (5.7)

s satisfied withuE = 0, or, equivalently,

qR − qL

qR
uF = uD. (5.8)

hese steady states represent either the convention
he high-rate mode of continuous operation shown
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Fig. 1(a) and (b), respectively. For convenience, we assume
that

there exists exactly one pointu∗ with uc < u∗ < umax

such thatqLu
∗ + b(u∗) = qLuE. (5.9)

It should be emphasized that our steady-state problem is in
general overdetermined. In fact, fixinguD and integrating
(5.1) upwards and obeying entropy and jump conditions, we
will in general not achieve a solution withu|x<xL = uE =
0. All profiles withu|w<xL �= uE = 0 have to be rejected as
candidates for steady-state entropy solutions, since they do
not satisfy the global mass balance.

To determine a steady-state entropy weak solution that
satisfies the global mass balance, it is in general necessary,
say, to fixuF, chooseuD, solve (5.1), to verify whether (5.7)
is satisfied withuE replaced byu(x−

L ), and to iterate this solu-
tion procedure (for example, by varyinguD) until the global
mass balance (5.7) is attained. However, under the simplify-
ing assumption (5.9), it turns out that solutions withuE = 0 can
easily be characterized: these are those steady-state entropy
weak solutions for which the compression region is strictly
contained in the container. This is the most important sub-
class of steady states, since they are the most desired mode
of operation (seeFig. 1). Moreover, it turns out that these
steady-state entropy weak solutions are strictly increasing.
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which means that

b(uD) − A(u)|x=x+
R

= 0. (5.10)

Assume now thatu(x) is a continuously differentiable so-
lution of the following one-sided boundary value problem,
which is the subcase of (5.1) occurring for the interval (0,
xR]:

qR(u− uD) + b(u) − A(u)′ = 0 for x < xR,

u(xR) = uD. (5.11)

Note that we have used (5.10) to reduce the second-order
ODE (5.1) to the first-order ODE (5.11). We assume that
within the thickening zone, it is possible to integrate the ODE
(5.11) up to the levelxc This means thatxc denotes the sed-
iment level, when the sediment level is located in the thick-
ening zone (i.e., 0 <xc <xR), or otherwise, if it is possible to
integrate (5.11) up to the feed levelx= 0, thenxc = 0.

The entropy condition (5.3) imposes an additional admis-
sibility condition, which implies that not every solution of
(5.11) is an acceptable steady state solution. More precisely,
this condition imposes a restriction on the choice ofqR and
uD for a given flux density functionb(u). In fact, in[14] we
prove that any steady-stateentropysolutionu(x) of (5.11) is
monotonically increasing forxc <x<xR, i.e.
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his means that as a consequence of the entropy prin
represented here by the inequality (5.3)), andnot by a pri-
ri assumption, the concentration at steady state incr
ownwards.

.1. Steady-state solution in the discharge zone

Before proceeding to integrate the ODE (5.1) upw
rom x=xR, we consider the discharge zonex>xR. Since
e are seeking solutions for whichA(u) is continuous, w
onclude that

(u(x+
R)) = A(u(x−

R)) = A(uD)

nd thereforeA(u(x+
R)) = uD. On the other hand, from (5.

e infer that the steady-state solution must be constan
>xR. We conclude that the solution is constant in the
harge zone, i.e.

(x) = uD for x > xR.

.2. Steady-state solution in the thickening zone

Now that the steady-state solution has been determine
>xR, we determine the solution for 0≤ x≤ xR, that is, in the

hickening zone. To this end, note first that as a consequ
f the jump condition (5.2), the steady state solution m
atisfy the condition

RuD + b(uD) − A(u)|x=x+
R

= qRuD,
′(x) ≥ 0 for xc ≤ x ≤ xR.

his statement is equivalent to the requirement

RuD ≤ qRk + b(k) for all k betweenu(x) anduD

for xc ≤ x ≤ xR. (5.12)

he condition (5.12) has a useful graphical interpreta
amely, the graph ofgR(u) =qRu+b(u) must lie above th
orizontal linef=qRuD fixed by the desired operation da
his condition limits the attainable solids throughput
iven material and vessel.

To proceed with the discussion, we distinguish betw
hree cases:xc > 0 (Case 1),xc = 0 andu(0+) >uc (Case 2)
ndxc = 0 andu(0+) =uc (Case 3).
Case1 (xc > 0). In this case, the sediment level is loca

trictly below the feed level. The jump condition acrossx=xc
s

Ru(x−
c ) + b(u(x−

c )) − A(u)′|x=x−
c

= qRu(x+
c ) + b(u(x+

c )) − A(u)′|x=x+
c
, (5.13)

espectively. Moreover, we have that

(u(x−
c )) = A(u(x+

c )) = A(uc) = 0,

o that 0≤ u(x−
c ) ≤ uc. From (5.11) and the definition ofxc

t follows that

Ru(x+
c ) + b(u(x+

c )) − A(u)′|x=x+
c

= qRuD.
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Inserting this into (5.13), we get

qRu(x−
c ) + b(u(x−

c )) − A(u)′|x=x−
c

= qRuD. (5.14)

Inserting (5.11), (5.14) andu(x+
c ) = uc into the entropy jump

condition (5.4) evaluated atx=xc yields

sign(uc − k)(qRuD − qRk − b(k)) − sign(u(x−
c ) − k)

× (qRuD − qRk − b(k)) ≤ 0 (5.15)

for all real numbersk. If k is chosen such thatu(x−
c ) < k < uc,

then (5.15) is reduced to

qRuD ≤ gR(k) = qRk + b(k) for all k betweenu(x−
c ) anduc.

(5.16)

On the other hand, from (5.12) we infer that

qRuD ≤ qRuc + b(uc).

This means that atu=uc, the graph ofgR(u) lies above or
intersects the horizontal linef=qRuD. Consequently,u(x−

c )
is the largest intersection ofgR(u) with the horizontal line
f=qRuD that is smaller or equal touc. It is not difficult to see
that the steady-state solution in the interval (xc, 0) is given by
the constantu(x−

c ), which is uniquely constructed here.
Cases2 and 3 (xc = 0, u(0+) ≥uc). The construction of

the steady-state solution in the thickening zone (0,xR] is
c the
s ).
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a first-order ODE:

qL(u(x) − u(0−)) + b(u) − b(u(0−)) − A(u)′|x=0 − u′(0−)

= 0 for x < 0, u(0) = u(0−). (5.17)

Utilizing the jump condition (5.2) acrossx= 0 and recalling
that we already know thatu(0−) =u(0+) as well as that we
have been able to integrate (5.11) up tox= 0, we can deduce
the equation

A(u)′|x=0− = qLu(0−) − qRuD − (qL − qR)uF + b(u(0−)).

(5.18)

Finally, we insert (5.18) into (5.17), and obtain the one-sided
boundary value problem

qLu(x) + b(u) − A(u)′ − qRuD − (qL − qR)uF = 0,

x < 0, u(0) = u(0−). (5.19)

We now define ˜xc to be the largest height (i.e., the smallest
value ofx) up to which it has been possible to integrate (5.19).
This means that eitherxL < x̃c < 0 is the sediment level at-
tained in the clarification zone, or ˜xc = xL if the sediment
reaches up to the overflow level. Furthermore, we recall from
(5.19) and (5.18) that we have
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ompleted. The differentiable solution profile is given by
olution of the one-sided boundary value problem (5.11

.3. Steady-state solution in the clarification zone

Case1 (xc > 0). At x= 0, the next flux discontinuity has
e dealt with. However, since the solution forx> 0 is a con
tant not exceedinguc and sinceA(u) is continuous acros
= 0, we have to treat a transition between two fluxe
hyperbolic conservation law. The determination of the

ropy weak solution to this problem has been treated in se
apers including[8,23–25]; see[14] for further reference
he basic complication is that if the fluxes adjacent to a
iscontinuity are non-monotone, then there might be se
ossibilities to satisfy the jump condition if a left state
iven, and an application of the entropy condition is ne
ary to single out the unique entropy-satisfying solution.
ill in general generate a multitude of cases here, depen
n the flux parameters, properties of the functionb, and on
hich solution of the equationqRu+b(u) =qDuD yields the

elevant state in the interval. All these cases can be ha
y the recent theory of conservation laws with discontinu
ux. For simplicity, however, we limit ourselves in this pa
o steady-state solutions for which the sediment level at
ttains (if not exceeds) the feed level, which excludes Ca
Case2 (xc = 0, u(0+) >uc). The continuity ofA(u) as a

unction of x implies thatu(0−) =u(0+) if u+ >uc. Thus,
e can continue to solve (5.1) in the clarification z
∈ (xL, 0). Integrating this ODE over the interval (x, 0), we
btain the following one-sided boundary value problem
(u(x)) − A(u) = −qLu(x) + qRuD + (qL − qR)uF

for x∈ (x̃c,0],

s well as that we obtain from (5.3) the inequality

sign(u(0−) − k) − sign(u(x) − k)](−qLk − b(k)

+qRuD + (qL − qR)uF) ≤ 0 (5.20)

or all x between ˜xc and 0 and all real numbersk.
To simplify the further discussion, we recall th

RuD + (qL −qR)uF =qLuE. Then, the solution in the inte
al (x̃c, 0) in the present case is given by the solution of
ne-sided boundary problem (which is a slight rearrange
f (5.19))

′(x) = qLu(x) + b(u(x)) − qLuE

a(u(x))
, x < 0,

(0) = u(0−). (5.21)

ecall that (5.9) explicitly states that there exists exactly
ointu* with uc <u* <umax such thatqLu* +b(u* ) =qLuE.

We first assume thatu(0+) =u(0−) >u* . However, it is
traightforward to show thatu(0−) ≥u* does not lead to a
dmissible steady-state solution, see[14] for details. The re
aining case isu(0−) <u* . Then the right-hand side of t
DE in (5.21) is always positive, which implies a mo

onically increasing (decreasing upwards) solutionu(x) un-
il x = x̃c is reached. This solution also satisfies the
ropy condition. In fact, for anyx∈ (x̃c,0) with u(x) <u(0−)
nd for all k∈ (u(x), u(0−)), condition (5.20) (which i
oid for all other values ofk and foru(x) =u(0−)) implies
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2(−qLk−b(k) +qLuE) ≤ 0, i.e.,

qLk + b(k) − qLuE ≥ 0 for all k betweenu(x) andu(0−),

(5.22)

which in view of (5.21) is satisfied ifu(x) is a monotonically
decreasing solution on (˜xc,0).

Summarizing, we can say that in Case 2, any admissible
steady-state entropy solutionu=u(x) with u(0−) =u(0+)>uc
must satisfyu(0−) <u* , whereu* is the unique point between
uc andumax satisfying

gL(u∗) = qLu
∗ + b(u∗) = qLuE.

This solution is monotonically increasing on the interval
(x̃c,0).

This conclusion also admits a graphical interpretation
whenever we know the valueu(0+) =u(0−). Thus, it can be
evaluated only after the solution in the thickening zone has
been determined. Furthermore, combining this finding with
our discussion for the thickening zone, we see that in any of
the Cases 1, 2 or 3, the entropy condition and jump conditions
enforce thatu′(x) ≥ 0 in the compression region.

With the present discussion, we have constructed a steady-
state solution up to ˜xc, provided thatu(x) >uc in the thicken-
ing zone. To finish the steady-state construction, let us first
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Fig. 4. The flux functiongR(u) =qRu+b(u). The plot also shows the constant
linesqRuD for some values ofuD.

As in Fig. 2, the bulk velocitiesqR = 4.0× 10−6 m/s and
qL =−5.0× 10−6 m/s. Thus, we are interested in steady
states for which

uD = qR − qL

qR
uF = 2.25uF

and these parameters have been chosen so that assumption
(5.9) is satisfied. The relevant flux functions for the thick-
ening and clarification zone,gR(u) andgL(u), are plotted in
Figs. 4 and 5, respectively.

We start the steady-state construction by fixing values of
uD and limit ourselves to those valuesuD that ensure that the
ecall that for sake of brevity and being well aware of the
ompleteness of the treatment in the present paper, we
he discussion to those steady states for which ˜xc > xL. In this
ase, there is a jump located atx = x̃c. We now seek the co
tant solution valueu = u(x̃−

c ) in the interval (xL, x̃c). This
alue must satisfy 0≤ u(x̃+

c ) ≤ uc. From the jump conditio
hat follows from (5.2):

Lu(x̃−
c ) + b(x̃−

c ) = qLuc + b(uc) + A′(u)|x=x̃+
c
,

e see that the constantu(x̃−
c ) = uc is not a solution. Con

equently, we look for a constant 0≤ u(x̃+
c ) < uc. To this

nd, note that the steady-state jump condition atx=xL is
L(u(x+

L )) = qLu(x+
L ) + b(u(x+

L )) = qLu(x−
L ) = qLuE. Tak-

ng into account thatgL(u) is a non-negative monotonica
ncreasing function on [0,uc], while the right-hand side is
on-positive constant, we conclude (similar as in the dis
ion of Case 1) thatuE = 0 andu(x̃−

c ) = 0, i.e., the solutio
s zero on (xL, x̃c).
Case3 (xc = 0,u(0+) =uc). In this case, it turns out that t

olution forx< 0, including also the sectionx<xL, vanishe
dentically, see[14] for details. Thus, the solution of Case
s the limiting case of Cases 1 and 2 foru(0+) →uc.

.4. Examples of steady states

Here and in Section6, the flocculated suspension is ch
cterized by the functionsb(u) andσe(u) given by (2.4) an
2.7), respectively, with the parameters specified in Secti2,
eeFigs. 2 and 3. Moreover, we consider a cylindrical ves
ith xL =−1 m andxR = 1 m.
 Fig. 5. The flux functiongL(u) =qL +b(u).
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entropy condition (5.12) is satisfied. To this end, we consider
the plot ofgR(u) and draw horizontal line segmentsf=qRuD
for a selection of values ofuD and foruc ≤u≤uD, as has
been done inFig. 4. We see that these lines remain strictly
below the graph ofgR(u) for those values ofuD for which

qRuD < min
uc≤u≤1

gR(u) = gR(0.7433)≈ 3.833× 10−6 m/s.

This implies that the entropy condition (5.12) is satisfied a
priori (i.e., independently of the depth of the thickening zone
xR) for all uD with

uc ≤ uD < uDmax:=
1

qR
min

uc≤u≤1
gR(u)

= 3.833× 10−6 m/s

4.0 × 10−6 m/s
= 0.9583.

For all other values ofuD, it would be necessary to determine
a solution to (5.11), and to check whether this is monotone on
[xc, xR]. Since the maximum solids concentrations attained
in most real-world flocculated systems are far below 0.9583,
we will not pursue this here.

Given this limitation onuD, we choose the profiles for

uF = 0.12, 0.13, . . . ,0.19,0.192,0.193, . . . ,

f eri-
c that
f of
C se 2.
S
c o
p g re-
g -
s flow
z

is,
w ca-
t out
t opy-
s For
u ,
w ich,
h n
e e
n lobal
c

u

u

l
a

Fig. 6. Steady-state concentration profiles for the indicated values ofuF.
The dotted curves show solutions of (5.11) and (5.17) that do not lead to
admissible steady states with zero overflow concentration.

5.5. Concluding remark

We point out that the conditionu′(x) ≥ 0 valid for an ad-
missible (entropy-satisfying) steady-state solution is in full
agreement with engineering intuition, since one expects that
in a clarifier–thickener operating properly at steady state, the
concentration increases downwards. In fact, in several pre-
vious papers dealing with a simpler model of an ideal con-
tinuous thickener[28,16], which basically consists only of
the thickening zone of the model discussed here, the condi-
tion u′(x) ≥ 0 waspostulatedas a separaterequirementfor
the determination of admissible steady states following just
from this intuition, and the graphical condition (5.12) was de-
rived from this condition. We now clearly see that the natural
requirement that a steady state should be an entropy weak
solutionimpliesthis monotonicity property in the thickening
zone, and it is thereforeunnecessaryto introduce it as an
additional condition.

Observe that in contrast to our analysis of the thickening
zone, we do not apply the entropy condition to construct the
restrictions on the parameters in the clarification; rather, we
exploit the jump conditions to establish these restrictions, and
then check that the admissible solution satisfies the entropy
condition.

6

mi-
i
λ t
t n-
s

0.21,0.211,0.215,0.22

or closer inspection. Solving (5.11) with a standard num
al method for ordinary differential equations, we obtain
or uF ≤ 0.19, we havexc > 0 and therefore steady states
ase 1, while all other values lead to candidates for Ca
olving the equationqRu(x−

c ) + b(u(x−
c )) = qRuD numeri-

ally yields the following values ofu(x−
c ) which we used t

lot the constant concentration for the hindered settlin
ion of the Case 1 profiles. For these values ofuD, the steady
tate entropy weak solution in the clarification and over
ones is zero.Fig. 6 includes plots of these profiles.

It remains to deal with the remaining profiles, that
ith the candidates for Case 2, for which the clarifi

ion zone has to be examined. We have just found
hat all of these concentration values admit an entr
atisfying steady-state solution in the thickening zone.
D = 2.25× 0.215 = 0.48375 anduD = 2.25× 0.22 = 0.495
e obtain admissible profiles in the clarification zone, wh
owever, reach the overflow levelx=xL, and will produce a
ffluent with non-zero concentrationuE. These profiles ar
o admissible entropy steady-state solutions since the g
onservation principle is violated. The values

D = 2.25× 0.192= 0.43776, . . . ,

D = 2.25× 0.211= 0.47475

ead to admissible steady-state profiles with ˜xc > xL, and, as
consequence of our analysis,uE = 0.
. Numerical examples

In the numerical examples, we utilize the se
mplicit variant of the scheme (3.1) with�x= 0.005 m and
= 2000 s/m. The values ofqL and qR are kept constan

hroughout, whileuF is allowed to vary as a piecewise co
tant function of time.
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Fig. 7. Simulation of filling up a clarifier–thickener withuF = 0.18: initial
phase (top) and convergence to steady state (bottom).

Fig. 7 shows the simulation of filling up a clarifier–
thickener that is initially full of water (u0 = 0). The feed con-
centration is chosen asuF = 0.18. The upper plot ofFig. 7
displays the initial stages of the simulation and in particu-
lar illustrates that the solids fed into the unit at the feed level
exclusively pass into the thickening zone. Moreover, the con-
centration just abovex=xR almost immediately exceeds the
critical value. We observe the rise of the sediment level and
the increase of the discharge concentration. The lower plot
illustrates that after roughly 5.5× 106 s (or 64 days), the sys-
tem apparently attains a steady state, which seems to be the
steady state ofFig. 6corresponding touF = 0.18.

It should be commented, of course, that no plant operator
would start with an empty vessel and leave it open during the
fill-up process, as has been assumed here, and that by closing
the equipment the fill-up can be considerably accelerated. The
intention behind this and the following related examples is to
demonstrate the apparent tendency of the system to converge
to a stationary solution just if the operating variables (the
feed concentrationuF and the bulk velocitiesqL andqR) are
chosen appropriately.

Fig. 8. Simulation of filling up a clarifier–thickener withuF = 0.21.

Finally, we point out that the visual grids used inFigs. 7–11
are much coarser than the computational ones used for the
numerical simulations.

Fig. 8 shows a fill-up process similar to that ofFig. 7,
but with uF = 0.21. Fig. 6 indicates that this value corre-

Fig. 9. Transitions between high-capacity and conventional steady states by
stepwise changes ofuF (continuation of the simulation ofFig. 7).
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Fig. 10. Simulation of a clarifier–thickener under strongly varying feed con-
centration (two different views; continuation of the simulation ofFig. 8).

sponds to a high-rate steady state, with the sediment level
located in the clarification zone.Fig. 8 illustrates how the
clarifier–thickener is filled up. Again, at first the feed solids
settle into the thickening zone only, but the growing sediment
level rapidly reaches the feed level and breaks into the clar-
ification zone. After a simulated time of 8× 106 s, the con-
centration profile is very similar to the corresponding profile
shown inFig. 6 for uF = 0.21, though the numerical solution
has not yet become stationary by that time.

Fig. 9 is a continuation of the simulation ofFig. 7. To
illustrate the effect of the variation of the feed concentration,
we changeuF in a stepwise fashion according to

uF(t) =




0.210 for 8.0 × 106 s ≤ t < 4.0 × 107 s,

0.200 for 4.0 × 107 s ≤ t < 5.6 × 107 s,

0.211 for 5.6 × 107 s ≤ t < 7.2 × 107 s,

0.16 for t ≥ 7.2 × 107 s.

(6.1)

Fig. 9, which consists of two different views of the same
simulation, shows that the system successively assumes the

Fig. 11. A different view of the numerical simulation ofFig. 10.

steady state profiles corresponding to the values ofuF given
by (6.1), seeFig. 6. Note that the location of the feed level
x= 0 can always be traced by a faint kink in the concentration
profiles. The final state of the system is the steady state of
conventional operation valid foruF = 0.16.

Finally, we present a continuation of the simulation of
Fig. 8 produced by strongly varying the feed concentration
as follows, whereT= 8.0× 107 s:

uF(t) = 0.21+




0.07 sin(2π(t − 0.1T )/(0.36T ))

for 0.1T ≤ t < 0.46T,

0.14 sin(2π(t − 0.46T )/(0.36T ))

for 0.46T ≤ t < 0.82T,

0.21 sin(2π(t − 0.92T )/(0.36T ))

for 0.82T ≤ t < 0.91T,

0.21

for t > 0.91T.

(6.2)

Observe that the functionuF(t) assumes values in [0, 0.42]
and is continuous.Figs. 10 and 11show three different views
of the simulation of the response of the clarifier–thickener
to this variation of the feed concentration. In particular, we
observe how the solids break into the overflow zone. In three
“waves” a non-zero effluent concentration is produced. Dur-
i flow
r ond
a ntly,
t non-
z ady
s is.

A

Re-
s niver-
ng the first wave, however the concentration of the over
emains below the critical value, while during the sec
nd third wave, the critical value is exceeded. Appare

he system eventually attains a stationary solution with
ero overflow concentration. However, this class of ste
tates has for simplicity been excluded from our analys

cknowledgments

This work has been supported by the Collaborative
earch Center (Sonderforschungsbereich) 404 at the U



R. Bürger et al. / Chemical Engineering Journal 111 (2005) 119–134 133

sity of Stuttgart, the BeMatA program of the Research Coun-
cil of Norway, and the European network HYKE, funded by
the EC as contract HPRN-CT-2002-00282. RB acknowledges
support by Fondecyt project 1050728 and Fondap in Applied
Mathematics. The research of KHK is supported in part by an
Outstanding Young Investigators Award from the Research
Council of Norway.

References

[1] J.V.N. Dorr, The use of hydrometallurgical apparatus in
chemical engineering, J. Ind. Eng. Chem. 7 (1915) 119–
130.

[2] H.S. Coe, G.H. Clevenger, Methods for determining the ca-
pacity of slimesettling tanks, Trans. AIME 55 (1916) 356–
385.

[3] R.T. Mishler, Methods for determining the capacity of slime-settling
tanks, Trans. AIME 58 (1918) 102–125.

[4] R. Bürger, W.L. Wendland, Sedimentation and suspension flows: His-
torical perspective and some recent developments, J. Eng. Math. 41
(2001) 101–116.

[5] F. Concha, R. B̈urger, A century of research in sedimentation and
thickening, KONA Powder Particle 20 (2002) 38–70.

[6] F. Concha, R. B̈urger, Thickening in the 20th century: a historical
perspective, Miner. Metall. Process. 20 (2003) 57–67.

[7] G.J. Kynch, A theory of sedimentation, Trans. Farad. Soc. 48 (1952)
166–176.

ont
ideal
3)

for
mp.

[ ical
deal
09–

[ dif-
nits,

[ del
rying
bolic

inth
ech,
, pp.

[ ness
sedi-
04)

[ ed-
nits,

[ nd
her-

[ late
esses:
sus-
iner.

[17] R. Bürger, W.L. Wendland, F. Concha, Model equations for grav-
itational sedimentation–consolidation processes, Z. Angew. Math.
Mech. 80 (2000) 79–92.

[19] F. Concha, A. Barrientos, M.C. Bustos, Phenomenological model of
high capacity thickening, in: Proceedings of the 19th International
Mineral Processing Congress (XIX IMPC), Chapter 14, San Fran-
cisco, USA, pp. 75–79.

[20] N.G. Barton, C.-H. Li, S.J. Spencer, Control of a surface of dis-
continuity in continuous thickeners, J. Aust. Math. Soc. Ser. B 33
(1992) 269–289.

[21] J.P. Chancelier, M. Cohen de Lara, F. Pacard, Analysis of a con-
servation PDE with discontinuous flux: a model of settler, SIAM J.
Appl. Math. 54 (1994) 954–995.

[22] O. Lev, E. Rubin, M. Sheintuch, Steady state analysis of a con-
tinuous clarifier–thickener system, AIChE J. 32 (1986) 1516–
1525.

[23] S. Diehl, On scalar conservation laws with point source and dis-
continuous flux function, SIAM J. Math. Anal. 26 (1995) 1425–
1451.

[24] S. Diehl, A conservation law with point source and discontinuous
flux function modelling continuous sedimentation, SIAM J. Appl.
Math. 56 (1996) 388–419.

[25] S. Diehl, Dynamic and steady-state behaviour of continuous sedi-
mentation, SIAM J. Appl. Math. 57 (1997) 991–1018.

[26] S. Diehl, On boundary conditions and solutions for ideal
clarifier–thickener units, Chem. Eng. J. 80 (2000) 119–133.

[27] S. Diehl, Operating charts for continuous sedimentation. I. Control
of steady states, J. Eng. Math. 41 (2001) 117–144.

[28] R. Bürger, J.J.R. Damasceno, K.H. Karlsen, A mathematical model
for batch and continuous thickening in vessels with varying cross-
section, Int. J. Miner. Process. 73 (2004) 183–208.

[ rt I,

[ eo-
85–

[ log-
tation

[ ar-
gical
l re-

[ har-
000)

[ man,
ation

[ The-
rne,

[ ation
001)

[ non-

[ ation
00)

[ dis-
. 39

[ with
ymp-
9–
[8] R. Bürger, K.H. Karlsen, C. Klingenberg, N.H. Risebro, A fr
tracking approach to a model of continuous sedimentation in
clarifier–thickener units, Nonlin. Anal. Real World Appl. 4 (200
457–481.

[9] R. Bürger, K.H. Karlsen, N.H. Risebro, A relaxation scheme
continuous sedimentation in ideal clarifier–thickener units, Co
Math. Appl., in press.

10] R. Bürger, K.H. Karlsen, N.H. Risebro, J.D. Towers, Numer
methods for the simulation of continuous sedimentation in i
clarifier–thickener units, Int. J. Miner. Process. 73 (2004) 2
228.

11] R. Bürger, K.H. Karlsen, N.H. Risebro, J.D. Towers, Monotone
ference approximations for the simulation of clarifier–thickener u
Comput. Visual. Sci. 6 (2004) 83–91.

12] R. Bürger, K.H. Karlsen, N.H. Risebro, J.D. Towers, On a mo
for continuous sedimentation in vessels with discontinuously va
cross-sectional area, in: T.Y. Hou, E. Tadmor (Eds.), Hyper
Problems: Theory, Numerics, Applications. Proceedings of the N
International Conference on Hyperbolic Problems held in CalT
Pasadena, March 25–29, 2002, Springer-Verlag, Berlin, 2003
397–406.

13] R. Bürger, K.H. Karlsen, N.H. Risebro, J.D. Towers, Well-posed
in BVt and convergence of a difference scheme for continuous
mentation in ideal clarifier–thickener units, Numer. Math. 97 (20
25–65.

14] R. Bürger, K.H. Karlsen, J.D. Towers, A model of continuous s
imentation of flocculated suspensions in clarifier–thickener u
SIAM J. Appl. Math., in press.

15] M.C. Bustos, F. Concha, R. Bürger, E.M. Tory, Sedimentation a
Thickening, Kluwer Academic Publishers, Dordrecht, The Net
lands, 1999.

16] R. Bürger, M.C. Bustos, F. Concha, Settling velocities of particu
systems: 9. Phenomenological theory of sedimentation proc
numerical simulation of the transient behaviour of flocculated
pensions in an ideal batch or continuous thickener, Int. J. M
Process. 55 (1999) 267–282.
29] J.F. Richardson, W.N. Zaki, Sedimentation and fluidization, Pa
Trans. Inst. Chem. Eng. (Lond.) 32 (1954) 35–53.

30] P.A. Vesilind, Evaluation of activated sludge thickening th
ries: discussion, Proc. ASCE J. Sanit. Eng. Div. 94 (1968) 1
191.

31] R. Bürger, F. Concha, F.M. Tiller, Applications of the phenomeno
ical theory to several published experimental cases of sedimen
processes, Chem. Eng. J. 80 (2000) 105–117.

32] P. Garrido, R. B̈urger, F. Concha, Settling velocities of p
ticulate systems. 11. Comparison of the phenomenolo
sedimentation–consolidation model with published experimenta
sults, Int. J. Miner. Process. 60 (2000) 213–227.

33] A.A.A. Aziz, R.G. de Kretser, D.R. Dixon, P.J. Scales, The c
acterisation of slurry dewatering, Water Sci. Technol. 41 (8) (2
9–16.

34] R.G. De Kretser, S.P. Usher, P.J. Scales, D.V. Boger, K.A. Land
Rapid filtration measurement of dewatering design and optimiz
parameters, AIChE J. 47 (2001) 1758–1769.

35] D.R. Lester, Colloidal suspension dewatering analysis, Ph.D.
sis, Department of Chemical Engineering, University of Melbou
Australia, 2002.

36] S.P. Usher, R.G. De Kretser, P.J. Scales, Validation of a new filtr
technique for dewaterability characterization, AIChE J. 47 (2
1561–1570.

38] B. Engquist, S. Osher, One-sided difference approximations for
linear conservation laws, Math. Comp. 36 (1981) 321–351.

39] J.D. Towers, Convergence of a difference scheme for conserv
laws with a discontinuous flux, SIAM J. Numer. Anal. 38 (20
681–698.

40] J.D. Towers, A difference scheme for conservation laws with a
continuous flux: the nonconvex case, SIAM J. Numer. Anal
(2001) 1197–1218.

41] C. Klingenberg, N.H. Risebro, Convex conservation laws
discontinuous coefficients: existence, uniqueness and as
totic behavior, Comm. Partial Diff. Eqns. 20 (1995) 195
1990.



134 R. Bürger et al. / Chemical Engineering Journal 111 (2005) 119–134

[42] K.H. Karlsen, N.H. Risebro, J.D. Towers, On an upwind difference
scheme for degenerate parabolic convection–diffusion equations with
a discontinuous coefficient, IMA J. Numer. Anal. 22 (2002) 623–
664.

[43] K.H. Karlsen, N.H. Risebro, J.D. Towers,L stability for entropy so-
lutions of nonlinear degenerate parabolic convection–diffusion equa-

tions with discontinuous coefficients, Skr. K. Nor. Vid. Selsk. (2003),
49 pp.

[44] R. Bürger, S. Evje, K.H. Karlsen, K.-A. Lie, Numerical methods for
the simulation of the settling of flocculated suspensions, Chem. Eng.
J. 80 (2000) 91–104.


	Mathematical model and numerical simulation of the dynamics of flocculated suspensions in clarifier-thickeners
	Introduction
	Mathematical model
	Balance equations
	The clarifier-thickener model

	Numerical scheme
	Mathematical analysis
	Steady-state solutions
	Steady-state solution in the discharge zone
	Steady-state solution in the thickening zone
	Steady-state solution in the clarification zone
	Examples of steady states
	Concluding remark

	Numerical examples
	Acknowledgments
	References


